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Abstract

Evidence-informed practice relies on integration of trusted research into decisions about care in collaboration with the patient’s wishes, available resources, and professional knowledge. Determining whether the research is trustworthy, the professional requires an understanding of the quality of the research and potential for errors. Nurses receive a basic research course in their baccalaureate training, but sometimes find it is difficult to apply research knowledge, relying only on word-of-mouth best practice statements. Assessing the trustworthiness of research is important to treatment decisions, to patient teaching, and to use of the evidence in court. The focus of the article is to review core concepts central to error and design. Using the decision tree method helps recognize and apply error and design concepts to determine trustworthiness. By using the method, all nurses can examine current and future study findings with confidence to support and defend evidence informed decision-making in their practices.

Keywords: research, evidence informed decision making, type I error, Type II error, significance, power
Introduction

The importance of supporting nursing practice with research is well recognized. The concept of evidence-based medicine emerged in the 1990s, which focused on ensuring all practice was supported by the best research (Guyatt et al., 1992). Evidence-based medicine gives preference to high levels of research quality, specifically the randomized controlled trial (RCT) or systematic review. These will be discussed later, but the designs control for error and alternate explanations for results. There are not RCTs available to support all nursing practices and are sometimes not possible or ethical to conduct. In addition, it is also recognized that research is not the only source of evidence to support practice. The authors of the evidence-based medicine expanded their definition to include the role of clinician expertise (Sackett et al., 1996). There are additional sources, however, including and patient culture, experience, or beliefs, resources, and the environment (physical, social, political) in which practice occurs. Alternatively, the concept of evidence-informed practice has been proposed (Kumah, McSherry, Bettany-Saltikov, & van Schaik, 2022). Evidence-informed practice uses all forms of evidence (Figure 1) to reach a collaborative decision with the patient (Kumah, McSherry, Bettany-Saltikov, & van Schaik, 2022). Evidence-informed practice is also seen as more inclusive of critical thinking than evidence-based practice (Kumah, McSherry, Bettany-Saltikov, van Shaik, et al., 2022), which is important for nursing practice.

Figure 1.

Evidence-informed Practice

If considering research evidence for potential use in practice, nurses must assess the quality of the research before deciding whether to use it in practice. The research results may help support decisions to use new products or treatments, to answer patients’ questions about treatments they read about, or to support updated nursing curricula. If required to give expert opinion when testifying as a nurse, the essential element is that the nurse understand the difference between opinion and the quality and trustworthiness of the science supporting their clinical decisions and interventions. For the nurse, the essential element is to ensure that the scientific evidence is safe and of sufficient quality to support the nurse’s decisions.
Two cases are included in this article to illustrate how to make trustworthiness decisions. One case has significant results, and one has non-significant results. After reviewing some core research concepts, these cases will be used to illustrate the use of a decision tree will be used to help guide you through determining a study’s trustworthiness.

**Case 1.** A medical supply representative is encouraging a hospital department to purchase a new type of skin disinfectant. He produces a study the company sponsored in which they had a large sample of female patients in two hospitals – three hundred in one and 420 in the other – who had each undergone laparoscopic surgery for various conditions. Hospital A used the traditional disinfectant pre-procedure and Hospital B used the new one. The outcome, rates of infected patients as measured by white blood counts and differentials, was significantly lower for hospital B (with the new disinfectant). They concluded that their product was safer for clients.

**Case 2.** A client asks you about the effectiveness of a new method of contraception. There are not a lot of studies available, but the one the medical supply representative shows the unit is published in a reputable journal. They compared the new method (Brand Z) with a well-known similar method (Brand A), both progestin based. Women ranged from 18 to 30 years in each group. A sample of twenty women in each group were already taking one or the other method of contraception and researchers compared unplanned pregnancy rates. The rates of unplanned pregnancy were significantly higher in the Brand A group, with researchers concluding that there is no difference between the contraceptives.

The two scenarios highlight the importance of diminishing the word-of-mouth recommendations for practice and promote understanding about how to judge the trustworthiness of research findings. Factors that falsely create significant results (type I error) and factors preventing readers from finding significant differences (type II error) are two types of errors. The focus of the article is to guide readers through the factors that help decide whether to trust the results regardless of their significance.

**Significance Measures**

One way to assess trustworthiness is to start by looking at significance of the study results. Then the study design, controls and participants are examined in the study methods to determine whether to trust the significance or lack of it. Two of the main indicators used for significance are the use of probability or p-values, and the use of confidence intervals.

**Probability to Determine Significance**

The *obtained probability* value (p-value) is the assessment of the likelihood of results occurring by random chance. In other words, *probability* is the word to describe how likely something is to happen, like flipping a coin. Each flip is 50% likelihood of landing on heads (or tails). If data are *normally distributed*, half of the coin flips will be heads, and the other half will be heads, split by a normally distributed (or bell) curve. Consequently, Figure 2 is a typical normally distributed curve.
At least 68% of normally distributed research result are within 1 standard deviation (SD) from the mean (centre line) and 95% of all results are within 2 standard deviations (Andrade, 2019). Where the statistical results sit on the bell curve helps researchers to determine if the results are statistically significant. The cutoff (alpha or \( \alpha \) level) for significance is determined prior to the study and is the probability of obtaining that result by chance. That means that to be significant, the results must be an outlier, or outside more than two (2) standard deviations. The alpha level is traditionally 0.05 or 5%, This means that these extreme results are only due to error five (5) times out of one hundred, or 5% of the time.

If the obtained probability (p-value) from the statistical tests is higher than a pre-set alpha, then the result is not significant (Table 1). If the obtained probability is less than the alpha, then results are significant and less likely to be by error (although error is still possible). Quantitative research is about hypothesis testing. When asking if there IS a difference or association, that is referred to as the “alternative hypothesis”. The often unspoken “null” hypothesis is that there is NO difference or association. When the obtained probability is significant, the researchers reject the null hypothesis, This does not “prove” there IS a difference or the size of difference, only indicates that the absence of a difference is false.

**Table 1**

**Examples of p-values**

<table>
<thead>
<tr>
<th></th>
<th>Significant p value (&lt; alpha)</th>
<th>Not Significant p value (&gt; alpha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alpha 0.05</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>Alpha 0.01</td>
<td>0.005</td>
<td>0.015</td>
</tr>
</tbody>
</table>

If choosing an alpha of 0.05, there is a 2.5% probability on either side of the mean (the highest part of the bell curve). When results are on both sides of the normal curve, as in Figure 2 above, the name of the is non-directional or two-tailed hypothesis. Researchers use this in their statistical tests if they are not sure if results are positive or negative, meaning landing on
the left or right of the bell curve. The obtained probability is extreme when the result is beyond two standard deviations, or in other words, within either of those outer positive or negative 2.5% regions. To researchers, being in the 2.5% regions means that a larger sample is necessary to detect the significance of the results. If the data indicate the result is one direction only leaning positive or negative, the researchers often choose a one-tailed hypothesis, also called an alpha. All five percent is on one side of the curve as in Figure 3, the research knows there is an increased likelihood of finding a significant result. When there are one-sided results, smaller samples are used and there is a greater potential for detecting a difference. The risk for researchers is that if results go in the other direction, they often miss the significance, revealing an error (keep reading to find out about errors).

**Figure 3**

*Two-tailed v one-tailed hypotheses*

Sometimes the authors do not state their desired alpha level of significance in their study. The reader then determines the cutoff. If not stated, traditionally an alpha ($\alpha$) of 0.05 is used. If the subject is a treatment that is toxic or with harmful side effects, then a smaller level of significance should be used by the reader (e.g., 0.01 or 0.001), leaving less room for error.

A $p$-value only establishes the potential meaningfulness of the effect (e.g., significance). It informs about the strength or possibility of an association or difference. Researchers never can say that the study proved a difference, because there are too many sources of error. For this reason, when repeating the study multiple times, the result or obtained probability varies from study to study. Significant $p$-values that are repeated and found in varied populations, however, do demonstrate that there may be a difference or relationship that is more than error. Reviewers and consumers look at the design and controls used by the researchers to determine if the design and methods to trustworthy or due to error. The true value or effect of the study is not known with small single studies- it takes multiple studies or large samples until there is confidence in the finding. This is the value of a systematic review, in which similar studies are pooled to determine a closer range of the true effect.

It should be noted that significant results do not indicate if the size of the difference is clinically significant or relevant. For instance, a drop in systolic blood pressure of 4 mmHg may be statistically significant but the drop of 4 mmHg is not clinically significant enough to make a difference. The $p$-value also does not inform readers about the strength of the association or how much variability is in the results.
Confidence Intervals and Significance

Researchers may use confidence intervals (CI) to inform readers about the variability in the results. Sometimes researchers use the CI instead of p-values to interpret the significance of the association. The confidence intervals (CI) give an estimate of an upper and lower range of values that researchers use to explain true population parameters, such as mean or proportion. Like the p-value, the accepted cutoff for the CI is either 95% or 99% depending on the risk levels (e.g., treatment that is toxic or with harmful side effects) of the intervention. The CI determines range of the sample statistic value and gives an estimate of the level of certainty or confidence in the interval, hence CI. By using CI, the researcher predicts the population parameters without having to repeat the re-draw of samples from the same population. The CI is a highly relevant tool to appraise research for practical applications, such as nursing interventions. Smaller samples have more error therefore more variability, therefore, the CI range is wider. The CI also reflects significance even in the absence of an obtained probability value, e.g., p-value. Figure 4 shows three CIs. The vertical line is the mean, which would be the existing level of a variable of interest (e.g. mean pain level, mean number of infections) or, if using odds ratios or relative risk, it would be 1.

Figure 4
Confidence intervals

In example CI “a”, the results for the experimental group range from below the mean to above the mean. The treatment is therefore ranging from better to worse. For instance, if the current pain medication results in a mean pain level of 6/10, then the obtained pain levels with the new treatment would be compared to this mean level of 6. The horizontal line shows the mean of the study results and variability around that result in relation to the mean. A CI range from 5 to 7 as in example “a” tells the reader that the treatment ranges from less pain to more pain than the existing treatment, therefore is not significant. If the pain CI was 4 to 5, the range of results is consistently below the mean pain level of 6 (example “b”), therefore significantly better than the current treatment. Example c shows the reader that there was an increase in mean or risk since the entire c is to the right of the mean a line. A CI of 6.5 to 7.5, the effects of the risk or treatment result in higher pain levels consistently, which is significantly worse (example “c”).

Researchers sometimes calculate probabilities using odds ratio and relative risk ratio (Norton et al., 2018). The odds ratio answers the question: What are the odds of an outcome in people exposed to a risk factor? The risk ratio answers the question: How much more is the person at risk after exposure? In other words, one exposure to second hand smoke increases the
numerical odds ratio of cancer, but the risk ratio tells us what the risk of developing cancer over 20 years if exposed to second hand smoke. The statistical analysis is different, where an epidemiologist researcher measures the proportion of people with an outcome of those exposed (morbidity) v those not exposed (healthy), used to calculate their risk of developing disease; and risk ratio measures the mortality from exposure 20 years ago, e.g., 9/11 (in the USA). Both use unique mathematical formulas in a specific geographic population. Regardless, the odds ratios and risk ratios, use a mean of 1 if there is no difference. If probabilities are the same between occurring or not occurring, then when divided the odds are 1(Ranganathan et al., 2015).

Similarly, if the risk is the same, it will also be 1. The CI can therefore be used to determine the significance of odds and risk ratios. If 1 is the mean in the center of the graph in figure 3, then to be significant, the CI would all be higher than 1 or all be lower than 1 (example b or c). If 1 is crossed by the CI it is not significant.

Error

When looking at significance levels, there are two main types of error. Type I (α or alpha) error is when the obtained probability or CI is significant but is falsely significant. It relates to the alpha level therefore alpha error. If the results are not significant, then there is a risk of type II (β or beta) error. This is when the results are falsely non-significant- the study was not well enough designed to detect a difference (power).

Type I (α) Error

Type I error is only a consideration if the results are significant. Are they truly significant or are they in error (falsely significant). An obtained probability of 0.03 would mean that there is still a 3% chance of error, so the study controls for variability need to be examined. How likely is it that the results are within this error? The design of the study, as well as measures to control error and threats to internal validity should be assessed when looking at significant results. Controlling for alternate explanations is considered “controlling for internal validity” (Singh & Thirsk, 2022). No study will have everything controlled, but we can assess generally how well they attempted to control variability or alternate explanations for the results. Sufficient internal validity must be present before we can consider generalizing the findings to other settings (external validity). Internal validity can be controlled by several strategies including research design, study elements, managing threats, measurement, and statistical testing.

a) Research Design

There are three main categories of quantitative research designs. These types of designs affect the potential for error in a study. These are the experimental, quasi-experimental, and non-experimental designs.

Experimental – the randomized controlled trial (RCT) is considered the only “true” experimental design. In this design, participants are randomly assigned to a control and a treatment or intervention group(s) (Jakubec & Astle, 2021). The RCT is the only design where researchers can infer causation (i.e. That a caused b). As such, the RCT is the gold standard in research designs as RCT attempts to distribute error through randomization between groups, minimizing the effect of Type I errors. Ideally the RCT will also include random selection of participants, to improve generalizability, but usually only random assignment is seen. That is the most important factor for controlling extraneous variables/other explanations and improving internal validity.
Quasi-experimental designs. Study designs include an intervention but are either missing random assignment or a control group. An example is a pre-post-test design such as where levels of education are measured after an educational intervention or treatment. Without adequate controls one could argue that learning happened outside the intervention or that the testing itself affected learning.

Non-experimental designs. These studies do not have an intervention nor control. They are only measuring what is happening. Examples include survey research, naturalistic observation, and archival research. For example, researchers may collect multiple variables from a population to predict influences on blood pressure. Although a significant association may be found, there are many other unmeasured variables that may also affect blood pressure. It was once thought rain caused malaria, as rates of malaria went up in rainy seasons. Eventually researchers found that rainy conditions allowed more breeding of mosquitoes, which were the actual carrier of malaria.

There are levels of research based mainly on features of the study designs described above, including randomization, control groups and the source of participants. While there is some variation, a summary of these from common nursing sources has been created in figure 5 (Melnyk & Fineout-Overholt, 2015; Woo, 2019). Single studies, even RCTs may still have error, depending on other measures of control discussed. Systematic reviews are therefore considered a higher level of research quality. In these, the researcher pools results from multiple smaller studies with similar designs and outcomes. The increased sample size reduces error and therefore a narrower confidence interval and clearer idea of “true” effect of the treatment.

**Figure 5**

*Levels of Research Quality*

Systematic reviews of RCTs are the highest quality, but systematic reviews of cohort/observational studies are also a strong source of evidence. Systematic reviews of qualitative studies are beyond the scope of this article but are also considered stronger than single qualitative studies. The strength of research varies as the body of research evolves and
expands as more becomes available and as we gain more understanding of the topic. Single small studies have variable results, especially if they involve small convenience samples in unique populations. Eventually there may be enough studies to compare each of the small studies in a systematic review, getting a closer idea about the real effect of an intervention. Consider the COVID pandemic experience below considering research quality.

Initially during the COVID pandemic, it was unknown if masks helped prevent transmission. The mode of transmission was relatively unknown. Some small studies indicated there was a difference in transmission while others did not. Eventually the researchers found the virus was airborne, and the question changed to, what types of masks were effective? Mask types initially thought to be helpful (e.g., homemade, or single layer) were determined to be ineffective, while N95 masks or masks with a triple layer were more effective. Some described this as indecision or “unreliable” science, but it demonstrated the growth of research evidence. It evolved from expert opinion to lab studies, to single observational studies with sometimes conflicting results, to RCTs. Eventually there were enough studies to conduct systematic reviews, increasing confidence in the results over time.

Randomized controlled trials are difficult in unstructured clinical settings and nursing research is therefore more likely to consist of smaller cohort quasi-experimental studies. In some settings, there often is not prior research to support the practice. Single studies are considered more trustworthy if there are similar studies with comparable results across settings or populations, which is the value of replicating studies. Smaller studies with similar outcomes also provide a basis for subsequent larger studies.

These design examples indicate why such emphasis is placed on the RCT. Given that many nursing questions cannot be randomized or controlled, correlational type designs (quasi-experimental and non-experimental) are more common. It therefore becomes very important to find ways to control for other possible explanations for the results.

b) Study Elements to Improve Internal Validity

Researchers will describe various measures in their study that they used to attempt to establish internal validity/ control error and extraneous variable. Some of these are described below.

Random assignment. The first and most effective is random assignment of participants into comparison groups. Ideally, there is more equal distribution of the variables brought by individual participants. Random assignment to a group also increases confidence in the results.

Case control methods. When random assignment is prohibitive, researchers use case control methods, matching patients from one group with patients from another group who have similar characteristics but don’t receive the intervention.

Sample selection. Random selection (probability sampling) is the ideal method to best represent a population and attempt to generalize the study sample results to the larger population (external validity). In situations where it is difficult to recruit, and randomly select, convenience samples are used (i.e., those persons easily available and willing to participate). Convenience samples pose limitations, as the participants have more uncontrolled variables with more alternate explanations than randomly selected samples. Cohort samples are a whole group (e.g. an entire class, or everyone born in a certain year), but again may not get the entire group and those studied may have variables not seen with other groups that could affect results.

Selection or inclusion/exclusion criteria. The researchers will determine who is eligible/ineligible to participate in the study to reduce variability or alternate explanations. If
studies of dogs on stress, researchers might exclude those with allergies or prior negative dog experiences. When choosing where to select sample, it would be important to get a varied cross section. For instance, if assessing satisfaction and surveying only those outside the patient advocate/complaint department, the results will be different than if participants came from all areas of the agency.

c) Threats to Internal Validity

Key threats to internal validity are summarized in Table 2 (Flannelly et al., 2018; Singh & Thirsk, 2022). When any of these threats are present and left mostly uncontrolled, type I error may occur (the results may be falsely significant).

Table 2

<table>
<thead>
<tr>
<th>Threat to Internal Validity</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>History</td>
<td>An experience of an external event during or prior to study that affects the outcome (e.g., a prior dog attack affecting a study on using dogs for reducing stress)</td>
</tr>
<tr>
<td>Selection bias</td>
<td>Without random assignment or selection, the group characteristics may differ between groups before the study even starts. (e.g., if studying effects of dog therapy - only those who like dogs are likely to volunteer which gives different results than a random sample of students)</td>
</tr>
<tr>
<td>Maturation</td>
<td>Body development changes over time that may affect the outcome. This is most common in pre-post measures (e.g., fatigue levels in women measured but some become pregnant after premeasuring and not an exclusion criterion).</td>
</tr>
<tr>
<td>Instrumentation</td>
<td>Using different equipment to measure the outcome could produce errors if not all calibrated the same way, the same type, or if used in different ways. Using several raters could also produce different results.</td>
</tr>
<tr>
<td>Testing</td>
<td>Taking a test repeatedly could result in increased scores even without an intervention. A control group who also does the tests but has no intervention is preferred.</td>
</tr>
<tr>
<td>Mortality</td>
<td>Losing participants during a study can remove the benefits of selection and random assignment. The remaining participants may be quite different than intended between groups. An example is long term studies in which fewer people complete the 2nd measure than the 1st.</td>
</tr>
<tr>
<td>Statistical regression</td>
<td>Choosing participants who at extreme ends (high or low) will result in their subsequent scores moving closer to the regardless of intervention.</td>
</tr>
</tbody>
</table>

d) Measurement Reliability and Validity

Measurement reliability and validity are important factors. While they also affect external validity (the ability to generalize the results to other populations), using unreliable or inconsistent measures may produce error. The reliability of the measurement tool means that it consistently has similar results on the same participants. If given a test or variations of the test repeatedly the results would be the same. Measurement validity is that the tool measures what is intended. For instance, the tool might be measuring stress instead of resilience, or sedation effect rather than pain relief. Establishing measurement reliability and validity are separate studies. Strong research usually includes instruments that have already had reliability and validity established and the researchers report this in their description of the design.
Measurement reliability and validity, especially sensitivity to detect small changes, can also affect type II error as discussed later.

e) Statistical Testing  
The type and numbers of statistical tests used also has a role in controlling error. If too many statistical tests are conducted on related data in a study, then the risk of false significance increases (Andrade, 2019). Multivariate analysis is one alternative, as it uses statistical techniques to reduce overlapping sources of random error or variability. For instance, instead of multiple t-tests on each of the variables, the researchers would ideally use multiple regression for associations, or analysis of variance for differences. If multiple tests are not present, however, this isn’t an issue.

Type II Error ($\beta$)  
The ability to detect a difference, if it exists, is the “power” of the study. Ideally studies should have a power of 0.80 or higher, meaning the results have at least an 80% chance to detect a difference if it exists. Type II error, also called beta error ($\beta$) is failure to detect a difference when it exists. Power is calculated as $1-\beta$. If the power is 0.8, then the risk of type II error is 0.2 (20%). Note that the tolerance for type II error (e.g. 20%) is much higher than for type I error (e.g., 5%). This is because a significant result is likely to result in changes in practice if the result can be trusted. If results are not significant, then change is unlikely to happen. Power is dependent upon three key factors: the alpha level ($\alpha$), the size of the sample, and the size of the effect between groups.

a) Alpha $\alpha$ and Power  
Smaller alpha probability levels of 0.90 ($p$-value of 0.10) or 0.95 ($p$-value of 0.05) are used when there is high risk to using results with the participant populations. Consider if the alpha level is very small when planning a study, the researchers require a larger sample or a larger effect size between the groups. Table 3 shows the difference in sample size required in alpha probability group if a significance cutoff or alpha level of 0.01 rather than 0.05 is used. power 0.80 assuming a medium effect size and two- sided alpha level (Cohen, 1988).

Table 3  
Alpha $\alpha$ level and participants needed per sample.

<table>
<thead>
<tr>
<th>Alpha 0.01</th>
<th>Alpha 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>95</td>
<td>64</td>
</tr>
</tbody>
</table>

b) Effect Size  
The effect size is the percentage of a standard deviation difference between groups or magnitude of the difference. If it is small (e.g., 0.25 of a standard deviation for many tests), or medium (0.5 SD) then larger sample sizes are required or more precise measurements. If the effect size is large (e.g., 0.75 SD) it would likely be observed without the study. If you have a small effect size, more precise measurements are recommended. The way in which data are measured can also affect the ability to detect differences in effect size. Data measurement is either continuous or categorical. Continuous measures are those with equal intervals from each other. Heart rate, temperature, quantitative laboratory results and size measurements are all
continuous. **Categorical** measurements are binary (e.g. yes/no) or levels such as small/medium/large, or Likert scales of 7. These are not as sensitive as continuous as they do not have equal intervals or midpoints- a score of 4 is more than 2 but is unlikely to be exactly twice as much. Larger samples are required for categorical measures as they are less precise and may miss subtle differences or small effect size. Consider the following example. A pain scale of 0 to 10 is treated as continuous. A categorical measure of pain sometimes used with triage is small (a level of 1-3), medium (4-6), or large (7 to 10). If a medication resulted in a decrease of pain from 6 to 4 on a continuous scale it might be significant. If a categorical level was used, however, the level would remain medium in both measures and no significant difference would be identified. Using reliable and valid measurements is also important to detect the measure of interest consistently.

c) **Sample size**

The size of the sample matters. Choosing a sample size depends on the statistical test, desired power level, and in the case of multivariate analysis, the number of variables measured. A crude rule is 20 per group, or 20 per variable in multivariate analysis but this is still low. The level of measurement is also an issue. One of the classic sources that researchers might cite for calculating sufficient sample size is “Statistical Power Analysis for the Behavioral Sciences”(Cohen, 1988), in which recommended sample size can be estimated by each type of statistical test and alpha (one or two-sided). There are also online calculators available. A well-designed study should state in the methods section what their desired sample size was based on power calculations and include a final power calculation once the study is complete. The final sample may be lower than planned due to loss of participants, or issues that occur during the study. For example, in a study of nosocomial pneumonia post-endotracheal tube suctioning, a power of 0.80 was desired and would require a sample of 169 randomly assigned to two groups of suction catheters (Snell, 1988). Changes in ICU routines during the study resulted in endotracheal tubes being removed in 24 hours for most patients, rather than the 48 hours needed to determine the pneumonia to be nosocomial. A total of 171 patients were entered into the study but the final sample was reduced to 69 total due to the change. The comparison was not significant, but the sample loss resulted in a final power of 0.51 with a medium effect (or less power if only a small effect). This meant there was a 49% chance of type II error (that a difference was missed), therefore the results could not be trusted.

**Trustworthiness Decision Tree**

Decisions to trust the significance/non-significance of the research combine all the above information. Before getting there, however, it should be noted that you should also assess the credibility/trustworthiness of the **authors** and the **journal**. Key questions about the author include whether the authors are qualified to do this kind of research (research preparation such as master’s or PhD, ORCID registration, prior research in the area), do they have knowledge of content area, and/or have relevant agency or work affiliation. When looking at the journal, is it from a credible/well known publisher, do they publish similar types of articles, are they highly rated (impact factor), and are the references relatively recent (i.e. within 5 years) and relevant. A rough estimate of a five-year range for references is typically used, except for “gold-standard” primary or key articles. If citing primary sources (e.g. Selye’s stress) then they may use the original study from Selye as a gold standard primary source and should be used. Also consider whether the references include key authors or topics in this area. Also consider
the risk of publication bias especially in terms of funding. If funded by someone who can profit from results it is of concern as to bias- do they only circulate research they funded that was significant or do they also have non-significant studies? Most research grants come from government sources or community agencies so generally this is not a problem. The next part is looking at the results. Are they significant or not? If they are significant then it may be true, or it may be the result of random error through lack of controls for internal validity or measurement error. If they are not significant, then again it may be true or the result of lack of power. This is shown in Figure 4.

If authors and journals are deemed credible, then look at the trustworthiness of the results. If the results of a study are significant, then they can either be trusted or there is a chance of type I error (false significance). If the results are not significant, then the issue becomes the risk of type II error (false non-significance) or trustworthiness. These pathways can be followed in figure 6.

**Figure 6**

*Trustworthiness Decision Tree*

---

*Used with permission: C. Carter-Snell*
If results are significant, then go into the methods section of the paper to examine the design and ways in which researchers attempted to control internal validity. This is seen in the left of the pathway. If reasonable efforts were made to control variability with some or all these measures, then the results can likely be trusted. If there was a key source of variability possible, then it would be advisable to not trust the results. It would be recommended to wait for further research to be done before making any changes as the probability of type I error is likely.

If the results are not significant then we follow the right side of the decision tree and again look at methods and result. Was there a reasonable sample size in the final sample? Did they measure the changes with a validated and reliable measure that would be sensitive to changes (e.g. continuous vs categorical)? Was the alpha level reasonable or very strict? If any of these are a concern, then the results may be a type II error (missing a difference). If not, they may be trusted.

Application
Let’s return to the cases in the beginning of the article. As you look at the two cases introduced in the beginning of the article, use the decision tree (Figure 4) to examine each case.

Case 1 - Significant Results
In this case the results were significantly different, in favour of the new disinfectant. They are either truly significant, or there is a chance of type I error (finding a difference when it does not exist or was only by error). In this situation, on the surface it looks like the study should be trustworthy due to the large sample size and precision of measurement (white blood counts and differentials). The first “red flag” however, is that it is sponsored by the company that makes the disinfectant. There is a concern in healthcare research that, if sponsored, the company may not release non-significant results if they occur. This is considered a form of research bias. If we move beyond that concern to the decision tree, we can examine other sources of potential error. The key to type I error is to consider if the researchers have put in sufficient controls for random error between groups. They are unlikely to have controlled everything but is what they did control sufficient? One of these is inclusion/exclusion criteria. In this study they used any patient receiving laparoscopic surgery, regardless of type, gender, or other pre-existing illnesses. They did have a control group (the other hospital), but it was not randomly assigned who got which disinfectant. One control could have been case matching (e.g., a person from each hospital of similar age, health status and similar reason for surgery) but this was not done either. A strength was the use of a precise measure such as blood results that are continuous in nature and precise, so instrumentation is not likely, and the measures should be reliable and valid. The use of a convenience sample (anyone who met criteria) could lead to selection bias or unequal distribution of other characteristics (extraneous variables) that could impact results if not controlled. For instance, there may have been a hospital acquired infection going through hospital A that could account for the higher infection rate- the type of infection was not specified. Sometimes random error can be limited through use of multivariate analysis. It does not remove the error but limits some of its’ effects. In this case, it was a straight comparison of rates of infection so multivariate analysis was not used. The final decision- there were not enough controls on internal validity to trust the results. If we can’t trust the internal validity, then we cannot or should not try to apply or generalize the results to other populations. Further research with more controls is required.
Case 2 - Nonsignificant Results

This case involved non-significant findings for methods of contraception. You would start on the right side of the decision tree for non-significant findings. The concern then becomes whether the findings are truly non-significant (no difference) or whether there is a risk of type II error (missing a difference when it exists). While there may also be design/internal validity issues, this is not the primary concern. We need to understand if there is potential for the researchers to have missed a difference.

Conclusion

Although research findings are only one aspect of evidence informed practice, the significance of findings and trustworthiness of results requires understanding of the practitioner wanting to apply the information promoted as evidence. Small significant studies that have internal validity but have numerous errors may be correct. However, untested in the provider’s communities means that there is no internal (applicable to the agency) or external validity (generalizability to agencies outside the participant sample) and changes should not be made to practice unless there are other similar studies in similar communities to support the results. Systematic reviews inform our practices and are considered a gold standard for research findings because they combine and analyze similar studies for common samples, sizes, and outcomes. The statistical analysis of the variability estimates a true effect.

In healthcare a systematic review is not always available, therefore it is important that professionals understand that word-of-mouth is insufficient to support practice. The paper presented information about how to evaluate the quality and trustworthiness of single studies and use of a decision tree to evaluate the potential impact of a single study on their practice.
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